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Abstract
In natural language processing, scripts encode knowledge of stereotypical event sequences
countered in text and can be used to improve text comprehension and draw inferences that
are naturally made by human readers. Schank introduced the idea of scripts in the 1970's as a
form of non-probabilistic knowledge; however, Chambers and Jurafsky (2008) and other
recent work has attempted to learn probabilistic script models from large corpora of raw text.
We have recently developed two improved statistical script induction methods, the first
extends previous single verb-argument models to multiple verb arguments; and the second
utilizes Long Short Term Memory (LSTM) recurrent neural networks (which have recently
demonstrated impressive performance on machine translation and image description). We
evaluate these new models using Chambers and Jurafsky's "narrative cloze" task in which an
event (represented as a verb and its arguments) is deleted, and the system must correctly
infer it from the other events in the document. Our new script models demonstrate significantly
improved performance on this evaluation compared to previous methods.
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