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Abstract
Research in natural language processing is increasingly taking into account the context—physical and social—in which linguistic communication occurs. In this talk, I will present models of text data that exploit assumptions about the social world from which those data emerged. Vector representations of political actors' policy preferences, known as “ideal points,” have been an important representational tool in political science since the 1980s. I'll describe how textual evidence can help to infer these embeddings in models that capture relationships between language and politics. The first project considers high-stakes texts generated for the Supreme Court and explores the assumption that authors of amicus curiae (“friends of the court”) are rational agents seeking to maximize expected utility. The second project considers political embeddings of propositions, using social media text to infer a continuous representation of the political import of claims like “Obama is a socialist.”

The primary collaborators on this research are my former Ph.D. student David Bamman (now at UC Berkeley), my current Ph.D. student Yanchuan Sim (at CMU), and Prof. Bryan Routledge (Tepper School of Business at CMU).
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