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Abstract—Exploratory testing provides an intuitive way for testing a software product that testers can apply, but the advantages of exploratory testing are generally outweighed by its disadvantages, mainly the time and resources necessary to perform it manually. To address this problem, in this research, we propose Model-Based Exploratory Testing (MBET), an approach that incorporates the advantages of exploratory testing and Model-Based Testing (MBT) that automates the testing processes. To support the MBET approach, we implemented an automated testing tool, the Crushinator. To assess our approach, we conducted an experiment using an educational game application with multiple versions and we collected the number and type of defects detected with the MBET and MBT approaches. Our results showed that, overall, MBET detected more defects than MBT. The results also showed that MBET detected certain defect types better than MBT while MBT detected other types better than MBET.

Index Terms—exploratory testing, model-based testing, model-based exploratory testing, event-driven applications

I. INTRODUCTION

Exploratory testing is a continuous process of learning, test design, and test execution for a software system. It is becoming a more desirable testing method as more and more projects begin using agile development processes [1], [2], [3]. However, software companies often overlook exploratory testing as a useful testing method because it tends to be more demanding of resource use. Further, exploratory testing is believed to have limited test coverage compared to other testing methods.

Automating exploratory testing can address this problem because automated tests can reduce the amount of time testers spend creating and executing test cases, which saves time and money [4], [5], [6], [7]. There are many approaches to automate software testing, such as data-driven testing, keyword-driven testing, and model-based testing [8], [9]. Of these automation approaches, model-based testing has been used widely because it requires less effort for implementation and maintenance.

Model-Based Testing (MBT) provides a framework for automating test generation and verification based on a behavioral model of the system under test (SUT) [10], [11], [12], [13]. Using standard modeling tools, such as the Unified Modeling Language (UML), models can be created from the system requirements and an abstract knowledge of how the SUT is supposed to function [14], [15], [16]. Such models can normally be created by the design team prior to the SUT development. Test cases can then be derived by traversing the model according to the coverage criteria. Further, by using the model to generate test cases, a better coverage of the SUT can be achieved [17].

Therefore, in this research, we propose a new testing approach, Model-Based Exploratory Testing (MBET), that supports automated exploratory testing. By integrating the two approaches, exploratory testing and MBT testing, we can address two problems. First, automation can save time and resources, which have been a major obstacle for the industry to adopt exploratory testing for its testing process. Second, using MBT alone can produce infeasible test cases due to its static nature. Exploratory testing, however, generates test cases dynamically, so the infeasibility problem will be properly handled. To support our approach, we implemented a MBET framework, the Crushinator. The Crushinator is an automated software testing tool that provides a framework for MBT and exploratory testing. The Crushinator was designed to test event-driven applications, more specifically educational game servers. The Crushinator automates the process of generating and executing test cases against the SUT.

To evaluate the MBET approach, we performed an experiment using an educational game developed by WoWiWe Instruction Co. [18]. This evaluation was done by comparing the number and type of defects found utilizing test cases generated by using a MBET process and those found by using a basic MBT process. The results from this experiment showed that, overall, MBET detected more defects than MBT. MBET detected certain defect types better than MBT while MBT detected other types better than MBET. The results indicated that the defects detected by these two testing methods are complementary and can generate a test suite that provides the advantages of both exploratory testing and automated testing methods.

The remaining portion of this paper is structured as follows. Section II presents background information about exploratory testing and model-based testing as well as their related work. Section III presents the MBET process and detailed descriptions about the Crushinator. Sections IV and V present our experiment, including design, threats to validity, results, and analysis. Section VI discusses our results and finally, Section VII presents conclusions and discusses possible future work.
II. BACKGROUND AND RELATED WORK

The process of exploratory testing involves a cycle of test design and execution where testers are constantly learning and adapting their design and execution from the collected results. In fact, testers practice this exploratory testing process without even knowing it [1], [2], [3]. They execute test cases, report bugs, and then re-execute test cases to verify that bugs have been fixed. Exploratory testing provides an intuitive way of testing a software product that testers can easily apply, but it has not been recognized by software companies as one of standard testing approaches because it is considered to be more time- and resource-demanding than a typical, scripted testing approach being used in industry [1], [2], [3].

The extensive time and resource allocation can be problematic during the testing phase because, often, the product release is delayed, and in that case, software companies cut back on testing activities in order to ensure a timely release of their product. Thus, many organizations do not tend to assign the appropriate amount of time and resources for testing. Moreover, exploratory testing tends to produce less testing documentation prior to test execution. Such documentation is generally used by organizations for visibility and transparency before test execution [1], [2]. Documentation and test case generation can also be used as metrics to monitor the performance and progress of testing teams. Because many organizations tend to prefer these metrics, the lack of initial documentation and test cases from using exploratory testing tends to make it undesirable.

Automating exploratory testing can address some of these problems, but at the same time, it is a controversial topic because most research and discussion agree that effective exploratory testing cannot be fully automated [1], [3]. While completely automating the exploratory testing process would be difficult, some researchers and practitioners [1] suggested that, even if we could partially automate exploratory testing by using the existing automation approaches or methods (e.g., recording test execution steps and replaying them for regression testing), exploratory testing could reap the benefits of automated software testing. For example, Zylberman and Shenar [1] discuss several ways to automate exploratory testing, such as Passive Exploratory Automated Testing, where testers perform exploratory testing as their actions are recorded using a third party tool, or Active Exploratory Automated Testing, where keyword-driven testing is used to automate test execution for exploratory testing.

Model-Based Testing (MBT) is one way to achieve such automation. MBT uses the behavior models of the SUT to guide the testing process [8], [9], [10], [19]. The models can be used to generate test cases or to validate the results of test cases [12], [14]. Because MBT offers many benefits, such as early exposure of defects in specification and design, and automated test generation, it has been extensively explored by many researchers. In particular, MBT has gained more popularity due to the widespread use of UML that has become the de-facto standard modeling language and the need to test the more complex systems being developed today [13]. Neto et al. [11] provide a comprehensive overview of model-based testing approaches, and many commercial and academic tools exist to support MBT approaches [20], [21].

III. MODEL-BASED EXPLORATORY TESTING APPROACH

To support a Model-Based Exploratory Testing (MBET) approach, we built an automated testing tool, the Crushinator. This section provides an overview of the Crushinator and describes the MBET process supported by the Crushinator.

A. The Crushinator

The Crushinator was designed as a layered architectural system, as shown in Figure 1. This design allows a layer to be replaced without affecting the system when it is modified or upgraded. In the figure, the layers inside the dotted box are dependent upon the system under test (SUT), and the “Test Engine” and “Simulated Client” components are implemented for use directly on the SUT.

The “User Interface” component manages the tester’s interactions and passes those requests to the “Test Engine” component. The “Test Engine” is responsible for managing and executing tests against the SUT. The “Test Engine” component handles the creation of clients and passing test cases from the “User Interface” to the “Simulated Client” component that interacts directly with the SUT. The “Simulated Client” is primarily responsible for interacting with the SUT. This component takes the test case supplied by the “User Interface” and sends the instantiated events to the SUT.

As we mentioned earlier, our approach supports two testing approaches, Model-based testing and exploratory testing. The Crushinator implements these two approaches using classes in the “UML,” “Test Engine,” and “Simulated Client” components. The “UML” component is used to represent a state machine model at run-time. This model is based on the system specifications provided for the SUT. This information is then used to generate MBT test cases by finding paths through the state machine model depending on the type of coverage
selected (e.g., transition coverage). Test cases can then be executed by selecting them using the “User Interface” component and are then passed to the “Simulated Client” component to be executed. The model represented at run-time by the “UML” component is also used to perform exploratory testing. The “Simulated Client” component monitors its current state in the state machine model and then requests the available outgoing transitions from its current state, attempting to traverse one of these transitions. The “Simulated Client” continues to perform exploratory testing until it reaches a termination point. It then notifies the “Test Engine” component which can save the test case executed by the “Simulated Client” component.

Along with these layers, there are three assisting components used for handling a majority of the work associated with MBT and serializing test information. The “UML” component is responsible for generating a representation of a state machine model from an XML Metadata Interchange (XMI) [22] file (such as a model of the Virtual Cell server). The “UML” component is used by the “User Interface” component to allow a tester to select models to generate MBT test cases. The “UML” component is also used by the “Test Engine” component at run-time for the MBET test case generation.

The “Script” component is used to represent events, known as “Script Events,” for the SUT in an abstract format to allow the “User Interface” to remain abstracted from the SUT. These “Script Event” objects are used to pass the event type, along with its parameters, from an XML test case file format through the “Test Engine” to the game-dependent “Simulated Client” component. There, the information is handed to the “Event Factory” object in the “Script” component that turns the information into a SUT-dependent event to send to the SUT. The “Logger” is used throughout the layered components to serialize test results, configurations, warnings, etc. that occur while testing.

The Crushinator communicates directly with a game server, using a specified connection type (e.g., a HTTP socket connection), to send game-based events to the server, and to retrieve responses from that server, if necessary. The responses can then be used to collect results, update values, or parse data to send back to the server. The Crushinator project allows multiple connections types, such as Java RMI and socket connections, to be used inside the framework.

B. MBET Process

We now describe the MBET process as it is applied to the SUT in this study. MBET can be applied to any event-driven application that can be represented using an UML state machine. The Crushinator testing tool framework described in Section III-A is an example of applying MBET to test multiple applications.

The following steps are taken to apply the MBET process:

1) Create a state machine model that represents the SUT.
2) Export the state machine model into XMI which can then be used by the Crushinator.
3) Use the Crushinator to connect to the SUT.
4) Execute any partial initial test case if it exists.
5) Execute the triggers or events for an available outgoing transition from the current SUT state.
6) Check the run-time dependent transition guards to verify traversal of a transition and update the current state of the SUT if satisfied.
7) Calculate the available outgoing transitions from the current state.
8) Continue automated steps 5-7 until a pre-determined termination point, selected by the tester, is reached (e.g., completion of the game, time limit, or execution of a loop of transition(s)).
9) Output the series of transitions, along with their triggers and guard values, into a test case that can be used for future testing.

We illustrate how MBET steps work by using an example. The example model shown in Figure 2 is a small state machine model that is a subset of the state machine of the Virtual Cell game server used for the experiment described in Section IV. This subset model has been slightly modified to include an initial and final state to conform to a standard UML state machine model.

The Virtual Cell game is an event-driven, client-server educational game. Figure 2 models the partial behavior of this game application. The model represents a player who is logged into the game playing the Electron Transport Chain (ETC) game module. While inside the Cell room, the player can enter the Vacuole room. From here, the player can either exit the Vacuole room and return to the Cell room, or collect items, known as substrates, in the Vacuole room. The player continues to collect substrates until all necessary substrates have been collected. The player then returns to the Cell room.

Once we have finished building the state machine model (Figure 2), we use StarUML [23] to export the model into an XMI file (Step 2). We then connect to the SUT using the implemented Crushinator (Step 3) and execute an initial test case, if one is supplied (Step 4), to set up the implemented “Simulated Client” for the test. The “Simulated Client” component then executes the triggers for one of the outgoing transitions (Transition A in Figure 2) from its current state, in this example the initial state in Figure 2 (Step 5). The “Simulated Client” then checks the transition guard, if one exists (Location = Vacuole), to determine whether the transition was traversed, updating the current state if the guard is satisfied (Step 6). The set of outgoing transitions is then calculated from the current state (Step 7), and the selection and execution process (Steps 5-7) is repeated until a termination point is reach (Step 8). The test case executed by the “Simulated Client” is then saved for re-execution at a later time (Step 9).

The model transitions contain information necessary to represent the SUT. In this example, the transition label “A: Enter Vacuole : [Location = Vacuole]” is a simplified version of the one found in the models used in this study, supplied for explanation of this example. The transition name, “A,” used to uniquely identify each transition is supplied along with the transition’s trigger, “Enter Vacuole,” while the guard for this
transition, “Location = Vacuole,” is structured to represent the change of a player’s location that must occur for the transition to be successfully traversed. The player’s location must be inside the vacuole.

To simplify the models used in this study, data are abstracted from the model and placed into configuration files, which are explained in Section III-C. Abstracting these data, such as transition triggers and guards, allows the model to retain its readability while fully representing the SUT. Also, when SUT changes are made during an agile development process, simple changes to triggers and guards can be made to the configuration file rather than the need to modify and re-serialize the model to XMI.

Once a model of the SUT has been generated, the model needs to be serialized into XMI, a format of XML used to represent models. In this work, the UML modeling tool StarUML is used to generate the state machine model, which can then be serialized to XMI. Many different modeling tools were examined; however, StarUML was selected because it was open-source and had a feature to export models to XMI.

The Crushinator is thereafter used to connect and interact with the SUT. The tool should not only be able to communicate with the SUT, but should also be able to instantiate objects for communication reflectively, if needed. The Crushinator automates this process. This framework provides the basic features for connecting to the SUT, instantiating objects reflectively, and managing the XMI files generated by StarUML.

Once connected to the SUT, using the Crushinator, the series of events specified in the initial test case (if one is supplied) are applied to the SUT. Once this process is complete, available outgoing transitions are calculated for the current state of the SUT specified by the state machine model. From those transitions, one is selected, and the triggers for that transition are applied to the SUT. Selecting a transition from the available transitions can be done in multiple ways. For instance, assigning the transitions with a heuristic value can make one transition more desirable for selection. The Crushinator sorts the transitions by these values, with transitions having smaller values being more desirable. (e.g., a transition with a weight of zero is selected over a transition with a weight of five.) This process is explained in more detail in Schaefer’s MS thesis [24]. A random selection from the available transitions can also be applied to this process.

After the triggers of the selected transition have been applied to the SUT, the most important part of MBET is performed: checking the run-time dependent guard of the transition. While MBT follows the steps explained above, this critical step is what differentiates MBET from standard MBT methods. The ability to check whether a transition’s guard has been successfully fulfilled during test execution allows the current test to verify the traversal of a transition and movement of the SUT from one state to another. Because these tests rely on run-time dependent values to verify the current state of the SUT, they are more interactive than standard MBT methods.

MBT generates test cases prior to test execution. Therefore, it can generate possible infeasible test cases. For instance, if a guarded transition that depends on run-time dependent values exists in the state machine model, MBT will not be able to determine whether the guard is fulfilled and, therefore, whether that transition was successfully traversed. These infeasible test cases can be used to verify that the model behavior conforms to the SUT. If we do not consider these guards, we might not detect defects that reside in the SUT.

Using the guard to determine whether the current state of the SUT has changed, the available outgoing transitions are again calculated for the new current state. Steps 5 through 7 are repeated until a test-termination point is reached. If, however, the transition guard prevents the transition from being successfully traversed, the remaining transitions for the current state are used for the transition selection step, meaning that all outgoing transitions for a specific state are attempted until a transition is successfully traversed.

The following pseudo code explains the process in more detail.

```pseudo
def MBET(currentState):  
    transitions = currentState.getOutgoing();  
    sorted = sort(transitions); // descend order  
    foreach (Transition t in sorted)  
        applyTriggers(t.getTriggers());  
        if (checkGuard(t.getGuard()))  
            currentState = t.getTargetState();  
            testPath.add(t);  
            return;  
        else  
            continue;
```
In line 1, we collect a set of outgoing transitions from the current state. In line 2, we sort the transitions by heuristic value in descending order. We then iterate through each sorted transition in line 3 and, in line 4, apply the triggers for that transition. In line 5, we check the transition’s guard and, if the guard is satisfied, update the current state in line 6. We then add the traversed transition to the test case path in line 7 and return to the caller in line 8. If the guard is not satisfied in line 5, we continue, in line 10, to iterate the sorted transitions in line 3.

When a termination point has been reached, the test terminates. The path traversed through the state machine model is output to an XML file. This path contains all the data from the transition triggers that have been attempted during the test. This file can then be utilized to re-execute the test using the Crushinator which generated it.

C. Transforming UML for MBET

To simplify the UML state machines model into a format that fully represents the SUT while remaining human readable, we transformed the UML model. This transformation kept the model as simple as possible while retaining a complete representation of the SUT. The Object Constraint Language (OCL) [25] was designed to allow UML to represent complex systems, but OCL does not address our issue of simplifying the state machine models and still retaining a full representation of the SUT. Our implementation of UML for MBET consists of three components. The first one is using state machine keywords to help keep the state machine model as simple as possible by abstracting certain data and information from the triggers and guards of the model’s transitions. The second one is removing the lengthy values and data contained in the model’s triggers and guards and replacing them with shorter, unique labels that can be used to extract the data from an external configuration file. The last one is weighting transitions from the state machine model. More detailed descriptions of these three components are available in [24].

IV. EMPIRICAL STUDY

To investigate the effectiveness of the MBET approach we described in Section III, we conducted an experiment considering the following research question:

RQ: Can a MBET approach improve the effectiveness of testing compared to MBT in terms of the number of defects that are detected?

In addition to this research question, we further examine whether the two testing techniques detect different types and severities of defects.

The following subsections describe the objects of analysis, independent variables, dependent variables and measures, experiment design, and threats to validity. We analyze data collected from our experiment in Section V and discuss further implications of the data and results in Section VI.

A. Objects of Analysis

In this experiment, we used the Virtual Cell server as our object of analysis. The Virtual Cell game is an event-driven, client-server educational game developed by WoWiWe Instruction Co. [18]. The Virtual Cell game is a graphics-heavy, 3D, virtual environment to teach users about cellular biology. Virtual Cell contains three separate modules that can be accessed independently. These modules teach users the fundamentals of certain aspects of cellular biology. They include an Organelle Identification (ID) module for teaching the functions and processes of specific organelles inside a cell, an Electron Transport Chain (ETC) module for teaching the process of the ETC, and a Photosynthesis (Photo) module for teaching the process of photosynthesis. These three modules can be modeled and tested independently, allowing separate test iterations to be executed on each one. A high-level state diagram shows the structure of the Virtual Cell game in Figure 3. We built a state machine model based on the system specifications for each of the three game modules.

<table>
<thead>
<tr>
<th>Version</th>
<th>Lines of Code</th>
<th>No. of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC2.1</td>
<td>58365</td>
<td>425</td>
</tr>
<tr>
<td>VC2.2</td>
<td>66343</td>
<td>474</td>
</tr>
<tr>
<td>VC2.3</td>
<td>69307</td>
<td>499</td>
</tr>
</tbody>
</table>

The Virtual Cell goal structure allows the players to move from one module to another once they complete the tutorial, as can be seen in Figure 3. This structure allows the players to complete the game modules in any order. The players can also exit the game at any time. Once they exit, they can restart the game from any available module, depending upon their completion of the tutorial.

Two versions of the Virtual Cell game exist, an old version (version 1) [26] and a new version (version 2) [27]. The old version of Virtual Cell was developed in the late 1990s and early 2000s, and was written in Java. The new version is currently under development to update and add new features to the game. The new server is being developed in Java while the new client is being developed in C#. The development team has 11 members on 4 different teams: server, client, graphics, and testing. The server-development team consists of 3 developers; the client team has 4 developers; the graphics team consists of 2 artists; and the testing team has 2 testers.

The primary focus on Virtual Cell for this experiment is testing the game server for the new version (version 2), and we chose three revisions that have modules at different development statuses. For instance, with the first server revision (VC2.1), the ID module was feature complete and had been strenuously tested during development. The ETC module was nearing development completion but still required some features to finish development. The Photo module had just recently been started, with the structure of several features just finished or currently in process. For the next revision (VC2.2), the ID module remained nearly the same, with a few of the defects having been addressed. The ETC module
was temporarily feature complete. (Further development had not been planned at that time.) The Photo module was still in the middle of development. The final revision (VC2.3) featured an ID module with further implementation to address detected defects, an ETC module with new features, and a Photo module that was nearing developmental completion.

The three separate revisions allow us to examine how effective each testing method is at different stages in the development process. Table I shows the number of classes and the number of code lines for each revision.

**B. Variables and Measures**

1) *Independent Variable:* To investigate our research question, we controlled a single independent variable: software testing method. We used two different testing methods: Model-Based Testing (MBT) and Model-Based Exploratory Testing (MBET). MBET is the heuristic method that we explained in Section III, and MBT is the experimental control method. To apply MBT, we generated test cases based on the complete transitional coverage criterion. To do so, starting from the initial state of the state machine model, test paths were generated so that all transitions in the model were covered while avoiding infinite loops that exist in the model. These paths were then used to generate test cases by combining the triggers for all the transitions in the path.

2) *Dependent Variable and Measures:* The dependent variable for this experiment was the number of defects that are detected by the software testing method. We also measured the severity of the defects, the type of defects (explained further in Section V), and in which modules the defects occurred to gain more insight about the two methods.

We assigned the severity for each defect by consulting with the development team. Each defect was assigned a severity level considering how seriously it can damage the system. For instance, defects that caused the server connection to be unexpectedly interrupted or closed were designated as a “high” severity because a failure to create and maintain a connection to the SUT prevented further use or testing of the SUT. Defects that related to missing game functionality or response message success were designated as a “medium” severity because they affected the functionality of the SUT but did not prevent further SUT use or testing. Defects that related to a missing instance of multiple objects in a game room were designated as “low” severity because they did not affect the functionality of the SUT but still caused unexpected results. Most defects fit into one of these levels, but those that did not were assigned a severity level after a discussion about their importance with the development team.

The defects were also categorized by their type after consulting with the development team. All defects were placed into four groups: authentication/connection-based defects (A/C), API-based defects (API), database-based defects (DB), and missing or malformed functionality defects (FM). Each type is completely distinguishable from the others, preventing any defect-type overlap. A/C-type defects generally result from problems creating or maintaining a connection with the server or authenticating that connection. API-type defects are those that are inherent in game events used to communicate and are provided by the server development team to the rest of the project team. These defects generally cause problems with the instantiation or the data contained in the game events. DB-type defects cause problems related to the information of game objects that is stored in the database and managed by the server. FM-type defects result from the functionality that is missing, incomplete, or malformed with the game.

**C. Experiment Setup and Procedures**

To investigate our research question, we needed a system that contains a variety of defects and that could be modeled using a finite state machine. The Virtual Cell application facilitated these needs; in particular, the application contained real defects. Because the Virtual Cell server is an event-driven application, its behavior was easily modeled using a finite state machine. We used UML as the modeling language.

We set up our Virtual Cell server on a dedicated machine similar to one that will host the game server once it is available to the public in order to simulate real system conditions. The server PC was running Ubuntu 8.04 with 12G RAM and an Intel Xeon E5530, with 8 cores at 2.4 GHz. The server was tested using the Crushinator running on one or two separate machines, depending on the availability of each machine. These machines consisted of a desktop, a laptop, and a virtual
machine to reduce the overall duration of the experiment. While our main focus was to collect the number of defects, we also measured the average amount of time each testing method took to execute tests on the Virtual Cell server. We set the maximum test-execution time at 30 minutes for MBET. This limitation prevented the test cases from executing a loop of transitions which would result in infinite test execution. This infinite execution is due to loops in the state machine models for all game modules. MBT test cases were not affected by these loops. The algorithm utilized to find paths in a state machine model used linearly independent paths, preventing the infinite execution of loops. Due to these finite paths, MBT test cases did not need a maximum execution time limit and generally finished within 15 minutes. Both MBT and MBET test cases sometimes terminated prematurely when a serious defect was found and prevented the test case from completing. Infeasible test cases generated by MBT also ended prematurely. As such, the test times were inconsistent and were not included in our study.

Our testing involved three separate revisions of the Virtual Cell server. To test the three versions, we followed the same guidelines utilized for previous work [24]: For MBT, a separate player was used to execute test cases in parallel. This setup simulates a situation that multiple users access the system at the same time. For MBET, three separate test iterations were executed for each module, involving 100 virtual players per iteration. Between iterations we addressed any issues with MBET configuration files to reduce any influence a malformed file may have on our experiment. The Virtual Cell can be used by multiple players independently, and for MBET tests, we selected 100 players because the server could manage 100 players without losing significant connection quality. An iteration consisted of starting 100 players at the initial state and executing the MBET test for a maximum test duration of 30 minutes. Once testing was completed for each module using both testing methods, the data were thereafter imported into the spreadsheets. These data were then reviewed to determine what defects were detected. The found defects were recorded and any necessary changes to the configuration files were calculated. Spreadsheet entry allowed filtering of the log data for certain information, making the data review quick and easy. The data collected from these tests are presented in Section V.

D. Threats to Validity

In this section, we discuss the construct, internal, and external threats to the validity of our study, as well as the approaches we used to limit these threats.

1) Construct Validity: Three issues involve threats to construct validity: the severity level, the defect type assigned to each defect, and the coverage criterion. When a defect was detected during the experiment, the severity level (low, medium, or high) and the defect type were assigned to each defect. The assignment can be subjective, thus our results can be biased by it. However, we tried to reduce this threat by consulting development team members when we assigned severity level and defect type. Further, when we generated test cases, we used one single coverage criterion, but different coverage criteria could affect our results.

2) Internal Validity: Four issues involve threats to internal validity. (1) The termination point of the MBET process could have affected our results. A player reaching the final state of a state machine model is a typical termination point for a test case. However, to prevent infinite test execution, other methods were implemented to terminate a MBET test if a final state could not be reached. A simple time limit for the MBET test was implemented for our experiment, but others could also be applied. Transition traversal failures (when a transition cannot be traversed successfully) and performing loops through a state machine model (when the same transition or series of transitions are constantly being traversed) could also be implemented for terminating MBET tests.

(2) The potential faults in the state model we used could have affected our results. To control this threat, we carefully followed the system specification when we built the models, and we validated the models using many scenarios that conformed to the specification.

(3) We attempted to simplify the state machine model by using State Machine Keywords (SMK) [24] to replace multiple similar transitions. The simplified model could have affected our results, but we carefully used SMK only when the state machine model became too complex to generate MBT and MBET test cases.

(4) Transitions were weighted using a simple heuristic value to allow MBET to select one transition over other transitions. All transition weights were given an initial value of zero for all test iterations; transitions with lower value weights were selected over others; and the values were incremented by one for each successful traversal. Our weight-value selection method could have affected the results, and this threat can be addressed through additional studies with different weight-value section mechanisms.

3) External Validity: The application we used for our experiment, the Virtual Cell, is a specific type of system which best fits the MBET process. The event-driven server allows for a behavior model, such as a finite state machine, to easily represent the system, but not every system will be well represented with a behavior model. Thus, our results cannot be generalized to other application types. Further, we only used a single system in this experiment. Expanding our study with multiple systems could help us generalize this experiment to other event-driven applications.

V. DATA AND ANALYSIS

In this section, we present the results of our study. We summarize the data in Tables II to V and Figure 4. We present the data as they apply to our research question, followed by the data that apply to our further interest in detecting different defect types and severities. We discuss further implications of the data and results in Section VI.
Table II shows the number of test cases generated by MBT and MBET. As mentioned earlier, three modules, Organelle Identification (ID), Electron Transport Chain (ETC), and Photosynthesis (Photo), were tested separately, so the table shows the number of test cases for each module. MBET produced 300 test cases per module by executing 3 test iterations of 100 players. The number of test cases produced by MBT for each module was dependent upon the paths found that cover the state machine model that represents the module. Although we tested three different revisions of the Virtual Cell server, the model for each game module did not change. This process resulted in the same number of test cases produced for all three revisions using MBT.

Table III shows the number of defects detected by MBT and MBET. To show our results visually, we also present them in boxplots as shown in Figure 4. Examining the results, we see that overall, MBET was more effective in detecting defects than MBT across all versions. In particular, for VC2.1, the difference between MBET and MBT was more outstanding; MBET detected 21 defects, and MBT detected 12 in total. When we examined the results for each module, MBET outperformed MBT for 5 out of 9 cases; MBET and MBT produced the same results for 2 cases; and MBT outperformed MBET for 2 cases.

Table IV shows the severity of defects detected by MBT and MBET. The results show that, overall, MBET was more effective for detecting high-severity defects than MBT. MBET detected 26 high-severity defects, and MBT detected 17. For medium-severity defects, MBET detected 21, and MBT detected 18; and for low-severity defects, MBET detected 6, and MBT detected 5.

When we examined the types of defects detected by MBET and MBT, shown in Table V, we observed the following trend. The A/C-type defects were the majority of those detected, in particular, by MBET. The number of API-type defects was also large compared to two other types (DB and FM). We also observed that MBET detected a noticeably large number of A/C- and FM-type defects compared to MBT. MBET detected 24 and MBT detected 14 for A/C; MBET detected 12 and MBT detected 6 for FM. MBT was slightly better in detecting the API- and DB-type defects than MBET.

VI. DISCUSSION

We now discuss the results of our analysis and practical implications of these results. The results from our experiment indicate that, overall, the MBET method found more defects than the MBT method.

Figure 5 presents lineplots for the total number of defects detected by MBET and MBT for all three versions. For VC2.1, the number of defects detected by MBET is very high compared to MBT. However, we can see that, as development progresses, the number of defects found by each method tends to converge. This trend would lead us to believe that MBET can be more effective detecting defects earlier in the development process, helping reduce costs.

When we examine the results for each game module from Table III, MBET detected an equal or greater number of defects for all cases but two (VC2.1 ETC and VC2.3 Photo). Upon further investigation, we found that, for VC2.1, ETC contained more API-type defects, and MBT was able to detect half the API-type defects for that version. The API-type defects found in this experiment could have been detected from simple unit testing of the game’s event classes. These defects are related to instantiation of the game events and accessing the data for an event. It is important to point out that no unit testing was done on the server or API classes prior to our experiment. With this lack of testing in mind, these defects could have been addressed before system testing and would not have been detected during our experiment.
TABLE V
DEFECTS DETECTED FOR EACH MODULE BY TYPE

<table>
<thead>
<tr>
<th>Mod.</th>
<th>Version</th>
<th>A/C</th>
<th>API</th>
<th>DB</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MBT</td>
<td>MBE1</td>
<td>MBT</td>
<td>MBE1</td>
</tr>
<tr>
<td>ID</td>
<td>VC2.1</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>VC2.2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>VC2.3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>ETC</td>
<td>VC2.1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>VC2.2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>VC2.3</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Photo</td>
<td>VC2.1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>VC2.2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>VC2.3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>14</td>
<td>24</td>
<td>13</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 6 presents lineplots for the total number of high-severity defects detected by MBET and MBT for all three versions. Similar to the results for the total number of defects, the number of high-severity defects detected by MBET was much higher than that detected by MBT for VC2.1. As development progresses, however, the gap between two methods became smaller. Again, these data led us to believe that MBET is more effective for detecting high-severity defects earlier in the development process.

As we reported in Section V, MBET was more effective for detecting A/C-type defects than MBT. (MBET detected 24 and MBT detected 14.) A/C defects that deal with player authentication and the connection to the game server contain the largest number of high-severity defects compared to the other defect types. This trend is mainly because the defects associated with connecting to the server and authenticating a player’s login and ability to send messages are the most important part of the application. This type of defect can affect the ability of a client to connect and communicate with the server properly, thus without detecting and fixing defects, they will likely cause catastrophic system failure.

From our results, we also observed that different module development stages affected the effectiveness of the two methods. MBET was as or more effective at detecting defects in all revisions of the ID module, which was developmentally complete for all revisions. In the case of ETC, which was nearing development completion, for VC2.1, MBT was more effective than MBET, but when the ETC module had additional development for new features (VC2.2 and VC2.3), we noticed that MBET was more effective than MBT. In the case of Photo, which was just being started, overall, MBT was more effective than MBET.

It is also important to note that the two methods produced and executed test cases in different ways. MBT, for instance, executes test cases that start from the initial state and end at the final state of the model, and the expected results are then used to determine whether defects have been detected. MBET uses dynamic information about the system while the test case is being generated and executed, and it detects defects when the system fails to comply with the model. MBT test cases may contain infeasible paths, because they do not incorporate guards that might need dynamic information and may detect defects in such a path. MBET prevents infeasible paths from being created and may not detect the defects that MBT would. However, if the system conforms to the model, an infeasible path should not be possible in the SUT, thus the defects detected by infeasible paths from MBT would be false defects that do not require the tester’s attention. For instance, until a player successfully completes a pre-requisite game task, they
cannot complete the task’s subsequent tasks, but MBT tests could detect this type of defect, which is considered a false defect.

In summary, MBET was more effective for detecting some defect types than MBT. MBET detected more defects, overall, in all three game modules compared with MBT. The trends show that, as development progresses, the number of defects detected by each method tends to converge. Further, a set of MBET test cases could be designated as test cases that are more likely to find the defects that a user would discover while using the system. We also learned that, by generating a test suite using both methods to complement each other, different defect types can be detected, resulting in a more complete test coverage of the SUT.

VII. Conclusions and Future Work

In this paper, we proposed a new software testing method, MBET, and conducted an empirical study to investigate whether it can be more effective for detecting defects compared to MBT. The results of our experiment showed that MBET was, indeed, more effective overall than MBT in detecting defects. However, upon further investigation about the types of defects that were detected by each testing method, we found that each method has its own strengths. We concluded that, if a test suite could be generated by using both MBT and MBET, a more complete test coverage, compared to using a single testing method, can be achieved for the SUT. The combination of automated testing (e.g., MBT) and exploratory testing methods complements each other and detects defects that one testing method might miss.

The experimental processes we used suggested several avenues for future work. First, after collecting all the data, we still had to evaluate the results manually by sifting through the Crushinator’s log files to determine detected defects. This process of data evaluation can be difficult and expensive in terms of time and labor. Automating the evaluation of such results could help improve the MBET process by reducing the need for time and resources. For example, by extracting the collected data for each player and comparing those data with the test case executed by that player, we can determine whether the player completed the test case successfully.

Second, to address the external threats to validity that we discussed, we plan to perform additional experiments using multiple applications and different types of event-driven systems other than game applications.

Third, we plan to investigate our approach further by considering different termination methods for MBET and different transition weighting heuristics. We used simple test termination methods in our experiment (e.g., time limit when loops exist), but other possible termination methods can be used as we discussed in the threats to validity section.
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