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Abstract—Regression testing is a necessary maintenance activity that can ensure high quality of the modified software system, and a great deal of research on regression testing has been performed. Most of the studies performed to date, however, have evaluated regression testing techniques under the limited context, such as a short-term assessment, which do not fully account for system evolution or industrial circumstances. One important issue associated with a system lifetime view that we have overlooked in past years is the effects of residual defects—defects that persist undetected—across several releases of a system. Depending on an organization's business goals and the type of system being built, residual defects might affect the level of success of the software products. In this paper, we conducted an empirical study to investigate whether regression testing techniques are effective in reducing the occurrence and persistence of residual defects across a system’s lifetime, in particular, considering test case prioritization techniques. Our results show that heuristics can be effective in reducing both the occurrence of residual defects and their age. Our results also indicate that residual defects and their age have a strong impact on the cost-benefits of test case prioritization techniques.
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I. INTRODUCTION

Regression testing is a necessary maintenance activity that can promote higher quality in modified software systems. While the importance of regression testing has been well recognized by practitioners and researchers, in practice, it has often been inadequately applied because it involves a great deal of time and effort.

For this reason, many researchers have proposed various techniques for improving the cost-effectiveness of regression testing (e.g., [1], [2], [3], [4], [5]) and empirically studied these techniques (e.g., [6], [7], [8], [9]). Although these empirical studies have provided valuable insights on regression testing techniques, the majority of them have evaluated regression testing techniques focusing on a short-term assessment (a one-time process), which does not fully account for system evolution or industrial circumstances. Fenton et al. [10], however, found that long-term (system lifetime) views could lead to conclusions very different from short-term views.

One important issue associated with a system lifetime view that has been overlooked in prior research in regression testing is the effect of residual defects—defects that persist undetected across several releases of a system before causing failures. The occurrence of residual defects could damage the reputation of organizations, and could cause some loss of revenue. However, researchers have studied residual defects only focusing on how the number of residual defects can be estimated and how the estimated residual defects can be used in judging the quality and reliability of the software [11], [12]. To date, no empirical studies have investigated regression testing problems related to residual defects. Rather, they have focused on faults that tied to one particular version of a system, and evaluated regression testing techniques using these faults.

We believe that the presence of these defects can also influence the cost-effectiveness of regression testing over system lifetimes. Residual defects are common in software [13], and several factors contribute to causing them. Inadequate test suites can let defects slip through testing. Regression testing techniques that discard tests (non-safe test selection or test reduction) can omit tests that would otherwise have detected faults. The amount of testing effort can affect the occurrence of residual defects. One study by Evanco [14] shows that the number of residual defects in a system could be responsible for about 22% of the total number of defects based on a residual defect estimation model. Companies often release their software products with known defects because they decide that known defects are not serious and spending time fixing those defects is not worthwhile. Also, companies often have time-to-market pressures because delayed product release increases the chance of losing customers to competing companies. However, an organization's decision to release a product early can cause residual defects to accumulate further.

Depending on an organization’s business goals (e.g., achieving early market share versus building long-term stability) and the type of system being built (e.g., safety critical or not), residual defects might significantly affect the level of success of the software products and the reputation of organizations [15]. For example, if residual defects found in a later release critically degrade the system or even cause
more serious problems, such as financial losses or leakage of customers’ sensitive information, these incidents may lead to the loss of customers. Moreover, the cost of correcting faults tends to increase when they persist across multiple maintenance cycles.

Therefore, we have performed a controlled experiment to investigate whether regression testing techniques can reduce the effects of residual defects, particularly focusing on test case prioritization techniques. We hypothesized that test case prioritization can be effective in reducing both the occurrence of residual defects across system lifetimes and the age of residual defects (the number of subsequent releases they persist through undetected).

The results of our experiment show that heuristics can be effective in reducing both the occurrence of residual defects and their age. Our results also indicate that residual defects and their age have a strong impact on the cost-benefits of test case prioritization techniques.

In the next section of this paper, we describe background information and related work relevant to prioritization techniques and residual defects. Section III presents our experiment setup, and Section IV presents results and analysis. Section V discusses our results, and Section VI presents conclusions and future work.

II. BACKGROUND AND RELATED WORK

A. Test Case Prioritization

Test case prioritization techniques [4], [5], [7], [8], [16] schedule test cases in an execution order according to some criterion. The goal of prioritization is to increase the likelihood that if the test cases are used for regression testing in the given order, they will more closely meet some objective than they would if they were executed in some other order. For example, testers might wish to schedule test cases in an order that achieves code coverage at the fastest rate possible, exercises features in order of expected frequency of use, or increases the likelihood of detecting faults early in testing.

Depending on the types of information available relating to tests, various test case prioritization techniques can be utilized. One type of information concerns coverage of code elements, and techniques can be distinguished in terms of the type of code elements they consider. Thus, test cases can be prioritized in terms of the number of code statements, basic blocks, or methods they executed on a previous version. For example, one technique, total block coverage prioritization, simply sorts the test cases in the order of the number of blocks they cover and, if multiple test cases cover the same number of blocks, orders these randomly.

A second type of information by which techniques can be distinguished involves the use of “feedback.” When prioritizing test cases, having selected a particular test case as “next best,” information about that test case can be used to re-evaluate the worth of test cases not yet chosen, prior to picking the next best test case. For example, additional block coverage prioritization iteratively selects a test case that yields the greatest block coverage, then adjusts the coverage information for the remaining test cases to indicate their coverage of blocks not yet covered, and then repeats this process until all blocks coverable by at least one test case have been covered. At this point, the process is repeated on remaining test cases.

B. Previous Empirical Work

More recent research on regression testing has employed empirical studies focusing on comparisons of techniques [7], [9], [17], [18]. Some of these studies have evaluated the cost-benefits tradeoffs among techniques using explicit cost models [6], [19], [20]. Studies such as these have allowed researchers to begin to compare techniques in terms of costs and benefits relative to actual software systems.

Many researchers have studied various approaches to estimating fault-proneness of systems [21], [22], but they have not considered residual defects. To date, only few studies have considered residual defects and their effects on testing across system lifetimes, and issues related to time constraints during the regression testing. Malia and Denton [12] consider the number of residual defects as a metric in evaluating software quality. Their approach uses test coverage information to estimate how many defects have been detected and how many are undetected.

In [17], Kim et al. consider an evaluation approach that treats testing as a “continuous process”, and report results of empirical studies in which test application frequency is varied, as could happen across multiple releases of a software system. They find that the effectiveness of regression testing techniques changes as the frequency of regression testing changes. Whereas the study reported in [17] does not provide an explicit evaluation model, in a later paper Kim et al. [8] do present regression testing models that consider software evolution and report results of empirical studies considering techniques that utilize historical test case performance data.

Walcott et al. [5] present a technique that combines information on test execution times with code coverage information, and utilizes levels of time constraints while investigating prioritization effectiveness. Do et al. [6] have studied the effects of time constraints imposed on regression testing in an empirical study. Although they do not consider residual defects in their study, they have considered costs related to faults missed in regression testing.

In this work, we focus specifically on the effects of residual defects across system lifetimes considering test case prioritization.

C. Economic Model for Regression Testing

Most of the empirical studies on regression testing techniques performed to date have used economic models that omit important context factors and render some types of comparisons between techniques impossible. This can cause
emirical studies to improperly assess the costs and benefits of regression testing techniques in practical settings. To address this problem, we have developed an economic model, EVOMO (EVOLution-aware economic MOdel for regression testing) [23], [24], which captures costs and benefits of regression testing methodologies relative to particular regression testing processes, considering methodologies in light of their business value to organizations, in terms of the cost of applying the methodologies and how much revenue they help organizations obtain.

EVOMO involves two equations: one that captures costs related to the salaries of the engineers who perform regression testing (to translate time spent into monetary values), and one that captures revenue gains or losses related to changes in system release time (to translate time-to-release into monetary values). Significantly, the model accounts for costs and benefits across entire system lifetimes, rather than on snapshots (i.e., single releases) of those systems, through equations that calculate costs and benefits across entire sequences of system releases. The model also accounts for the use of incremental analysis techniques (e.g., reliance on previously collected data where possible rather than on complete recomputation of data), an improvement also facilitated by the consideration of system lifetimes.

In this work, we extend EVOMO to incorporate the costs associated with residual defects particularly the costs for fixing residual defects considering the age of the residual defects.

III. EMPIRICAL STUDY

We wish to address the following research questions:

RQ1: Can test case prioritization be effective in reducing the occurrence of residual defects and their age?

RQ2: How do residual defects affect the cost-benefits of prioritization techniques?

To address our research questions, we designed and performed a controlled experiment. The following subsections describe the objects of analysis, independent variables, dependent variables and measures, experiment design, threats to validity, and data analysis.

A. Objects of Analysis

We used nine versions of the ant program with JUnit test cases which came with the program, obtained from the Software-artifact Infrastructure Repository (SIR) [25], as the object of study. Ant is an open source make utility that extends Java capabilities. It provides Java developers with a make utility that is based on XML configuration and is different from conventional shell based make utilities.

Each version’s metrics are listed in Table I. Version one (v1), which is a base version of ant, is not listed in the table because regression testing starts from the second release of the system. We, however, used information from v1 to obtain mutants for v2. We used RSM1 (Resource Standard Metrics), a source code metrics tool to obtain the LOC and the number of Java class files. "Tests" shows the number of test cases available for each version.

<table>
<thead>
<tr>
<th>Version</th>
<th>Tests</th>
<th>LOC</th>
<th>Class files</th>
<th>Mutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>112</td>
<td>41715</td>
<td>473</td>
<td>54</td>
</tr>
<tr>
<td>v2</td>
<td>137</td>
<td>55882</td>
<td>553</td>
<td>30</td>
</tr>
<tr>
<td>v3</td>
<td>219</td>
<td>55655</td>
<td>553</td>
<td>21</td>
</tr>
<tr>
<td>v4</td>
<td>215</td>
<td>72422</td>
<td>718</td>
<td>21</td>
</tr>
<tr>
<td>v6</td>
<td>520</td>
<td>74507</td>
<td>729</td>
<td>214</td>
</tr>
<tr>
<td>v7</td>
<td>357</td>
<td>74598</td>
<td>790</td>
<td>33</td>
</tr>
<tr>
<td>v8</td>
<td>359</td>
<td>91194</td>
<td>906</td>
<td>42</td>
</tr>
<tr>
<td>v9</td>
<td>387</td>
<td>91269</td>
<td>906</td>
<td>17</td>
</tr>
</tbody>
</table>

Our experiment requires object programs that contain faults, so we utilized mutation faults provided with the program [26]. Because our focus is regression testing and detection of regression faults (faults created by code modifications), we considered only mutation faults located in modified methods. The "Mutants" column shows the number of mutants used for each version. The mutation tool generated a large number of mutants for each version, but we listed only the number of mutants that are revealed by our test cases.

B. Variables and Measures

1) Independent variable: Our empirical study manipulated one independent variable, prioritization technique. We consider one control technique and two heuristic prioritization techniques.

The control technique, the original test case order (To), serves as experimental control. The (To) utilizes the order in which test cases are executed in the original testing scripts provided with the object program, and thus, serves as one potential representative of "current practice".

We utilized two techniques as heuristic techniques: total coverage prioritization (TTo) and additional coverage prioritization (TAdd). TTo orders test cases based on the total code coverage they achieve. The level of granularity for instrumentation is that of basic blocks, TAdd is a variation of TTo technique in which feedback mechanism is employed.

As noted earlier, one of the main causes of residual defects comes from a lack of testing performed [14], [27]. To simulate this situation, for each of the foregoing techniques, we shortened the test execution process by 50%.

Our empirical study, however, chose 30% of the amount of testing efforts, but we can easily extend this work considering different amount of testing efforts.

http://msquaretechnologies.com/m2rms/index.htm

2As a pilot study, we chose 30% of the amount of testing efforts.
2) **Dependent Variables and Measures:**

The number of residual defects and their age values

For RQ1, our dependent variables are the number of residual defects and their age values. For each version of the program, we measured the number of residual defects that slip through regression testing from previous versions. For example, as shown in Table II, suppose we have 10 defects in v1 (v0 is a base version), we detected 6 of them while regression testing v1, and 4 of them were left undetected and propagated into v2. Suppose v2 also has 15 defects unique to it, we applied the same procedure to v2, and we have 9 of 15 detected and 6 of 15 undetected. Suppose 1 of 4 propagated defects from v1 detected and 3 of 4 undetected. Under this scenario, our number of residual defects are 4 residual defects for v1, and 9 for v2 (6+3). Since we define the age value as “the number of subsequent releases they persist through undetected”, under this scenario, we assign an age value of “0” for 4 residual defects in v1, an age value of “1” for 3 propagated from v1 to v2, and an age value of “6” for 6 residual defects in v2.

<table>
<thead>
<tr>
<th></th>
<th>v1</th>
<th>v2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unique defects</td>
<td>Unique defects</td>
</tr>
<tr>
<td>No. of</td>
<td>for v1</td>
<td>for v2</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>No. of</td>
<td>Undetected</td>
<td>Propagated defects</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Age of</td>
<td>detected</td>
<td>from v1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

Relative cost-benefit values

The fact that a test case prioritization technique reduces the number of residual defects and their age value does not guarantee that the technique will be cost-effective. That is, even if the number of residual defects and their age value are reduced, if this reduction does not lead to savings in testing, then we cannot gain benefits by applying techniques. Thus, in RQ2, we further evaluate cost-effectiveness of techniques. For RQ2, our dependent variable is a relative cost-benefit value produced by applying EVOMO economic model presented in Section II, using a further calculation described below (Equation 1). The cost and benefit components are measured in dollars. To determine the relative cost-benefit of prioritization technique T with respect to baseline technique base, we use the following equation:

\[(\text{Benefit}_T - \text{Cost}_T) - (\text{Benefit}_{\text{base}} - \text{Cost}_{\text{base}})\]  

(1)

When this equation is applied, positive values indicate that T is beneficial compared to base, and negative values indicate otherwise. We used the original technique as a baseline in this experiment.

The major cost components that EVOMO captures are as follows: costs for applying regression testing techniques, costs associated with missed faults, costs for artifact analysis, and costs of delayed fault detection feedback. In addition to these cost components, we are also required to obtain the age of residual defects to investigate our research questions. To do this, we recorded all residual defects at the end of regression testing for each version. Using this information we calculated the cost of fixing residual defects for all versions considering the age value for each residual defect.

Determining the cost of fixing residual defects, however, is much more difficult. Given the many factors that can contribute to these costs, and the long-term nature of these costs, we could not obtain this measure directly. Instead, we estimated them based on data obtained from a survey by Shull et al. [28]. The survey suggests that finding and correcting severe defects after product release is 100 times more expensive than correcting them before product release. The survey also suggests that the effort to find and fixing non-severe defects is about twice as expensive as finding these defects before delivery. These values are also situation dependent. Because our object program is medium size, and we do not wish to inflate the effect of residual defects in the results, we applied the multiplier for non-severe defects to estimate the cost of fixing residual defects.

C. Experiment Setup

To investigate our research questions, we required object programs that contain faults. Thus, we utilize artifacts equipped with mutation faults, which have been created by ByteME (Bytecode Mutation Engine), from the SIR repository [26].

However, to utilize such mutants for our experiment, we need to support two things. First, we must add support to our experimentation tools, for the activity of “carrying faults forward”, so that faults not detected by techniques can be placed as residual defects into subsequent versions.

Second, we need to regroup mutants as residual defects propagated into subsequent versions. Table I lists the numbers of mutants for our object program, but in actual testing scenarios, programs do not typically contain as many faults as these numbers of mutants. Thus, to simulate more realistic scenarios, [23] introduced mutant groups, which were formed by randomly selecting mutants from the pools of mutants created for each version; each mutant group size varied (randomly) between 1 and 10. In this study, we also performed our experiment considering the mutant groups. For version 1, we used the same mutant groups as those used in [23]. For the remaining of versions, however, we needed to regroup mutants to include residual defects that have not been detected during regression testing for previous versions.

In this section, we describe the experimental setup that accommodates such needs. The following steps describe the overview of our experimental procedure.
1) **Execute tests:** For all mutant groups, we executed the half of reordered test cases obtained by applying test case prioritization techniques, and collect fault-matrices that list which tests detect which faults.

2) **Identify residual defects:** Using information we gathered from step 1, we identified the mutants that were not detected by the test cases. We refer them as “residual defects.” We also recorded mutant numbers, the originating version, mutation details, and the age of the mutants that were not detected.

3) **Propagate residual defects:** To propagate residual defects that are not detected from previous versions to the subsequent versions as shown in Figure 1, we used the procedure for carrying residual defects forward described in next subsection. As Figure 1 shows, residual defects that were left undetected in v1 can be propagated into v2 and v3 as well. Next subsection will provide more details.

![Figure 1. Transferring mutants across versions](image)

4) **Build new mutant groups:** Propagation of residual defects from prior versions led to the creation of new mutant groups in subsequent versions. We build new mutant groups by following the same procedure described in [23] (we also provided a brief description of this procedure in the beginning of this section). Each of these subsequent versions could contain mutants from its own version and any prior versions as residual defects.

5) **Repeat steps 1-4:** Steps 1-4 are repeated across all versions.

After completing the procedure we described, we obtained 30 sequences of mutant groups by randomly selecting a mutant group for each version of the program. Then we collected all data values described in Section III-B2 for each of the 30 sequences of mutant groups. These resulting data sets, residual defect numbers, age values, and relative cost-benefit values, serve as the data for our subsequent analysis.

**Procedure for Carrying Faults Forward**

The procedure for forwarding residual defects involves two tasks: (1) Identify faults that are not detected by test case prioritization techniques for a certain version ($V_m$). (We define these undetected faults as “residual defects”); (2) Replicate residual defects in a later version ($V_n$). These two tasks, repeatedly applied across all versions, could produce persistent residual defects that were undetected from an early version of the program and last until the final version of the program.

Since mutants we utilized in this study were generated in Java bytecode, we need to manipulate mutants in bytecode to propagate them into the subsequent versions, which is a more complicated procedure than simply handling source level of mutants or faults. To illustrate this procedure, we consider two versions of the ant program, $V_m$ (originating version) and $V_n$ (destination version). Suppose that $V_m$ has a set of mutants and some of them are forwarded into $V_n$. Figure 2 visually illustrates how mutants are propagated from one version to another, and the following steps provide detailed description of this procedure:

1) **Identify residual defects:** To identify and propagate mutants, we are required to record and track details of the individual mutants, and ByteME allows us to collect all the details about the mutants, such as the mutation operator applied, the mutant identifier, the class/method name, and the bytecode location where mutation applied. For $V_m$, we record all the information including the version number.

We then execute test cases over $V_m$ to identify which mutants were undetected by test cases (note that we are using 50% of test cases to simulate testing scenario with limited testing time). This step provided us with the undetected mutants that need to be replicated in the next version, $V_n$. For example, in Figure 2, we identified two mutants that were not detected by test cases in $V_m$, and now they become residual defect candidates for $V_n$.

2) **Replicate residual defects:** Next, we need to replicate mutants that were undetected during regression testing for $V_m$ in $V_n$. Since $V_n$ has its own set of mutants (it is hidden in Figure 2, we assume the gray box contains a set of mutants for $V_n$), we first check whether mutants for $V_n$ contain mutants identical to the residual defects that came from $V_m$. If the residual defect is identical to one of mutants for $V_n$, then we do not replicate the residual defect into $V_n$, however, we do consider it as the propagated defect from $V_m$. Otherwise, using ByteME, we create new mutants based on information that residual defects carry.
Suppose we identified a mutant candidate for residual defect replication for the next version. Based on the mutant information provided by ByteME, as shown below, such as mutation operator (in this example, AOC - Argument Operator Change), class/method name to be mutated (ProjectHelper\RootHandler:resolveEntity), and the bytecode offset where mutation will be taken place (in this example, 127).

The following shows a snippet of bytecode for the class file to be mutated, which has two string arguments (bytecode offsets 127 and 130). Note that 127 is the bytecode offset where actual mutation will be made.

```java
% Original class
125: iload 0
127: invokevirtual java.lang.String.substring (1ID)java/lang/String; (15)
130: invokevirtual java.lang.StringBuffer.append (Ljava/lang/String;)Ljava/lang/StringBuffer; (8)
133: ldc "" (17)
135: invokevirtual java.lang.StringBuffer.append (Ljava/lang/String;)Ljava/lang/StringBuffer; (8)
138: aload_3
139: iload 0
```

Now we create a mutant by running ByteME with the information we obtained. The following shows a snippet of the mutated class file. Since the mutation operator, AOC, changes arguments order, we can see that "swap" instruction has been inserted in the bytecode offset 127.

```java
% Mutated class
125: iload 0
127: swap
128: invokevirtual java.lang.String.substring (1ID)java/lang/String; (15)
131: invokevirtual java.lang.StringBuffer.append (Ljava/lang/String;)Ljava/lang/StringBuffer; (8)
134: ldc "\"" (17)
136: invokevirtual java.lang.StringBuffer.append (Ljava/lang/String;)Ljava/lang/StringBuffer; (8)
139: aload_3
140: iload 0
```

Note that there are some cases that we cannot replicate: 1) \(V_0\) does not include the class file that the mutants associated with; 2) there are drastic changes between two class files from \(V_m\) and \(V_s\).

Now, we need to decide whether these propagated mutants are useful for our experiment. Because experimentation with test suites only considers mutants that can be exposed by those suites, we compared the output of \(V_m\) run with the tests from our test suites, with and without each mutant present. If the outputs were equivalent for a particular mutant we discarded that mutant. We also discarded mutants that caused "verify" errors during execution, because these represent syntactic errors that would not require testing to be revealed.

3) Repeat steps 1 and 2: We repeat the first two steps across all versions considering one originating version at a time. Some destination versions could have mutants propagated from multiple versions. We were able to successfully replicate those mutants by considering one originating version at a time.

Figure 1 shows an example which illustrates how later versions could have residual defects from multiple previous versions; after completing regression testing for \(v_1\), some faults escaped into \(v_2\) (the lower box in the left column); then, these residual defects are placed in \(v_2\) as a part of \(v_2\) mutants (the upper box in the middle column), and again, we have faults that are escaped after regression testing (the lower box in the middle column). Now we have residual defects from two different sources; one set from \(v_1\), which we assign "1" as an age value and one set from \(v_2\). After applying the same process to \(v_3\), we could have residual defects from multiple sources (thus, having different age values) shown in the lower box in the last column.

D. Threats to Validity

Internal Validity: The conclusions about the cost benefit values of a regression test technique could have been
affected by the following two factors: errors in the tools we used and the estimates of the values we made to calculate the cost benefit. To address the first threat we used ByteME and the Sofia Java analysis tool, which have been created for the purpose of experimentation and has been thoroughly tested in previous experiments [23], [26], [29].

The second threat pertains to the values we used in calculating costs and benefits. We estimated the impact of residual defects by assigning weights according to age. The weights were estimated based on prior studies and surveys. However, this value depends on the software development project and the situation. We were careful in assigning weights, to prevent inflating the costs of them.

**External Validity:** The set of ant programs we used in the experiment are relatively small - average LOC for a version is 71K. Also, the time for regression test execution was small. Industrial software can be comparatively larger and more complex, changing the dynamics of regression testing. These changes from experimental setup to the industry might lead to differences in cost benefit tradeoffs. Since these factors are unknown in the experimental setup, studies of industrial software will have to be conducted to find those factors and relate them to the cost benefit calculation.

Residual defects are characterized in the general scientific literature as the hardest to find faults, and the defects that reside in the least exercised code. This indicates that residual defects are a special type of software defects and may possess characteristics unique to them. Our faults are derived through code mutation, and although there is some evidence that mutation faults can be representative of real faults for purposes of experimental evaluation of the effectiveness of testing techniques [26], [30], further studies are needed to investigate whether mutation faults can be representative of residual faults. We addressed this threat by selecting a variety of mutation operators to seed faults.

We have considered only one program in this experiment. The results obtained by this experiment might be skewed by program specific characteristics. Further studies using more programs will yield results that could be generalized with more confidence than just the results from this experiment considering ant program only.

**IV. DATA AND ANALYSIS**

In this section, we present the results of our study, and data analyses, for each of our research questions in turn. (We discuss further implications of the data and results in Section V.)

For our statistical analysis, we followed a process well established in prior studies of test case prioritization (e.g., [26], [17], [14]): we used the Kruskal-Wallis non-parametric one-way analysis of variance followed by Bonferroni’s test for multiple comparisons [31]. We used the Kruskal-Wallis test because our data did not meet the assumptions for using ANOVA: our data sets do not have equal variance, and some have severe outliers. For multiple comparisons, we used the Bonferroni method for its conservatism and generality. We used the SPSS statistics package to perform the analysis.

**A. The effectiveness of prioritization in reducing the occurrence of residual defects and their age (RQ1)**

Table III shows the number of residual defects undetected by each prioritization technique for all versions. From this table, we observed that there are three clear patterns in the data when we applied the original technique: for the first two versions (v2 and v3), a relatively large number of residual defects has been undetected from previous versions; for the next three versions (v4, v5, and v6), the number of residual defects undetected decreased rapidly; for the last three versions (v7, v8, and v9), only one residual defect was undetected.

In the case of heuristics, they do not show a particular trend as we observed from the original technique, but overall, they produced relatively small numbers of residual defects across all versions. This indicates that heuristics are effective in reducing the occurrence of residual defects across the system lifetime. In particular, in the case of the feedback technique, only 2 residual defects (version 6) were undetected across all versions.

Table III

<table>
<thead>
<tr>
<th>Version</th>
<th>Residual defects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0</td>
</tr>
<tr>
<td>v2</td>
<td>25</td>
</tr>
<tr>
<td>v3</td>
<td>14</td>
</tr>
<tr>
<td>v4</td>
<td>4</td>
</tr>
<tr>
<td>v5</td>
<td>5</td>
</tr>
<tr>
<td>v6</td>
<td>3</td>
</tr>
<tr>
<td>v7</td>
<td>1</td>
</tr>
<tr>
<td>v8</td>
<td>0</td>
</tr>
<tr>
<td>v9</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3 presents boxplots that show the distribution of the average of age values for the residual defects undetected across versions for the three prioritization techniques (the number of data points represented by each boxplot is 30). The horizontal axis corresponds to techniques, and the vertical axis corresponds to the sum of the ages for all the residual defects undetected. The leftmost boxplot presents data for the control technique and the other two for the heuristics. Higher values indicate that residual defects persisted through more versions undetected. Examining the box plots for each technique, the original ordering yield higher age values compared to both heuristics, and has more spread of data. However, the heuristics performed very similar to each other.

Next, to formally address one of the issues raised in our first research question (the effect of the age of residual defects on prioritization), we performed statistical analysis.

The hypothesis associated with the age values in RQ1 is: The age values of residual defects undetected by test case
prioritization techniques differ. To test this hypothesis, we performed the Kruskal-Wallis test (df = 2) for each technique, at a significance level of 0.05. The test results indicate that there is a significant difference between techniques (p-value < 0.0001), and thus, the hypothesis is supported.

We next performed multiple pair-wise comparisons using the Bonferroni tests. Table IV presents the results of the Bonferroni tests. The results show that differences between all heuristics and the control technique were statistically significant (p-value < 0.0001, at a significance level of 0.05), meaning the heuristics were significantly effective in reducing the age of residual defects compared to the control technique. The results, however, show that there is no significant difference between two heuristics.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Estimate</th>
<th>Lower</th>
<th>Upper</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>To-Tot</td>
<td>2.6</td>
<td>1.9</td>
<td>3.5</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>To-Tadd</td>
<td>2.8</td>
<td>2.1</td>
<td>3.5</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>Tot-Tadd</td>
<td>0.14</td>
<td>-0.5</td>
<td>0.8</td>
<td>1</td>
</tr>
</tbody>
</table>

Table IV
RQ1: BONFERRONI ANALYSIS, THE AVERAGE AGE VALUES OF RESIDUAL DEFECTS.

B. Effects of residual defects on the cost-benefits of prioritization (RQ2)

Figure 4 presents boxplots that show the distribution of the relative cost benefits for all three techniques (the number of data points represented by each boxplot is 30). In this box plot, the horizontal axis is the prioritization technique and the vertical axis is the cost benefit in dollar. The higher the values, the greater the cost benefits are for a given technique. This box plot allows us to compare the cost benefit of the technique employed. Examining the box plots for the three techniques, the heuristics are more beneficial than the control technique.

Next, to formally address this research question, we performed statistical analysis.

The hypothesis associated with RQ2 is: The relative cost-benefits that are associated with the age of residual defects between test case prioritization techniques differ. To test this hypothesis, we performed the Kruskal-Wallis test (df = 2) for each technique, at a significance level of 0.05. The test results indicate that there is a significant difference between techniques (p-value < 0.0001), and thus, the hypothesis is supported.

Since the hypothesis is supported, we further performed multiple pair-wise comparisons on the data using the Bonferroni test. The results are shown in Table V. The results show that differences between all heuristics and the control technique were statistically significant (p-value < 0.0001, at a significance level of 0.05), meaning the heuristics were significantly cost-beneficial compared to the control. The result for comparing the two heuristics was inconclusive (p-value = 0.049, at a significance level of 0.05).

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Estimate</th>
<th>Lower</th>
<th>Upper</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>To-Tot</td>
<td>-9165</td>
<td>-11257</td>
<td>-7072</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>To-Tadd</td>
<td>-11262</td>
<td>-13354</td>
<td>-9170</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>Tot-Tadd</td>
<td>-2097</td>
<td>-1189</td>
<td>-5</td>
<td>0.049</td>
</tr>
</tbody>
</table>

Table V
RQ2: BONFERRONI ANALYSIS, COST BENEFT VALUES.

V. DISCUSSION

We now draw on the results of our analyses, together with additional consideration of our data, to derive practical implications of these results.

Prioritization techniques are effective in reducing the occurrence of residual defects and their age.: Our results indicate that heuristics were effective in reducing the occurrence of residual defects across entire system lifetimes. In this study, we observed that the original technique was inferior to heuristics: a large number of residual defects were carried over to subsequent versions undetected. In the case of the original technique, 50 residual defects have been undetected across all versions, however, in the cases of the
non-feedback and feedback heuristics, only eight and two residual defects have been undetected, respectively. Comparing the two heuristics, the feedback technique performed slightly better than the non-feedback technique; in particular, the feedback technique performed well for the first three versions of program.

There are some interesting patterns in data for the original technique as we observed in Section IV: the number of residual defects decreased as the version number increased. In particular, for the first two versions ($v2$ and $v3$), a large number of residual defects has been undetected, and some of them have existed in more than one version. One possible reason for this trend is the location of faults in those versions, the amount of changes between versions, and the code coverage ability of their test suites that reveal those faults. Another reason for this result could be the construction of the JUnit test cases supplied with the objects used in this study. It is typical in practice for developers to add new test cases at the end of a test suite. Since newer test cases tend to exercise new code, these new test cases may be more likely to be fault-revealing than previous test cases. Omitting those test cases could cause a large number of defects undetected and, as a consequence, those defects could become residual defects.

Our analysis of results also showed that prioritization heuristics were effective in reducing the age of residual defects across system lifetimes, which means heuristics could be effective in preventing defects from slipping through undetected into subsequent versions. In particular, some types of mutants were more persistent than others. For example, relational mutation operators were a dominant type for residual defects. None of residual defects contained object-oriented specific operators (e.g., argument order change, or access flag change) and logical operators. Several replicated studies could provide further insights into the relationship between residual defects and mutation operators.

**Prioritization techniques are cost-effective when we accounted for the effect of residual defects.** Our analysis of results also showed that prioritization heuristics were highly cost-beneficial when we accounted for the costs associated with the age of residual defects. The higher the number of residual defects and their age value are involved, the higher costs in testing incur. Thus, prioritization heuristics, which produced a small number of residual defects and small age values, were significantly cost-beneficial compared to the control technique. Both heuristics did not allow residual defects to exist beyond one version. The feedback technique performed slightly better than the non-feedback technique, but the statistical result was inconclusive.

**Practical implications of the results:** From prior empirical studies of prioritization (studies that investigated cost-benefits of prioritization techniques [6], [23]), we learned that prioritization heuristics are more cost-effective compared to control techniques when organizations have limited regression testing resources (e.g., available testing time). In this study, we further considered additional cost factors (the number of residual defects and their age) that can be affected by the choice of regression testing techniques. We found that the empirical results of this study even more strongly advocate use of prioritization heuristics under the environment with limited testing resources, which would be a likely case for the majority of companies.

As addressed in Section I, several factors contribute to causing residual defects, such as inadequate test suites, time-to-market pressure, regression testing techniques used, an organization's business goals, or the type of system being built. One also could argue that residual defects occur simply because code segments that contain defects may be rarely exercised for a long period of time. While this conjecture makes sense, one clear consequence of allowing residual defects is that we have to pay high costs if residual defects eventually do arise. Without clear understanding of how factors affect the cause of residual defects and how serious the damages of residual defects can be, we cannot support such a claim. Building dependable software is the best practice to avoid such defects, but practicing effective testing processes will also play a significant role in reducing the occurrence of residual defects in the long run as we observed in our study. Furthermore, a focus on faults escaping testing and the costs of residual faults would have a greater chance of leading to techniques that might have high impact in terms of improving regression testing cost-effectiveness.

**VI. Conclusions and Future Work**

We have presented a study of assessing the effectiveness of test case prioritization techniques in reducing both the number of residual defects and their age. The results of our experiment show that heuristics can be effective in reducing both the occurrence of residual defects and their age. Our results also indicate that residual defects and their age have a strong impact on the cost-benefits of test case prioritization techniques.

The results of our studies suggest several avenues for future work. First, we intend to perform additional controlled experiments using several additional software systems considering different types of faults (e.g., real faults and hand-seeded faults) and additional mutation operators. Second, we intend to develop new regression testing techniques so that we can improve our chances of detecting faults that would otherwise become residual defects, beyond results that could be achieved using coverage or change information alone. Third, in this study, we considered only single level of time constrained testing environment. We plan to investigate interactions between regression testing technique's performance and different time constraint levels which can be affected by organizations' budget and testing processes.
REFERENCES


