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Abstract

This paper describes applications of Logic Programming to Natural Language processing in combination with graph-algorithms and statistical methods. Google’s PageRank and similar fast-converging recursive graph algorithms have provided practical means to statically rank vertices of large graphs like the World Wide Web. By combining a fast Java-based PageRank implementation with a Prolog base inferential layer, running on top of an optimized WordNet graph, we describe applications to word sense disambiguation and evaluate their accuracy in comparison with human annotated corpus data.
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1 Introduction

Google’s PageRank [18, 3] link-analysis algorithm and variants like Kleinberg’s HITS algorithm [11] have been used for analyzing the link-structure of the World Wide Web, to provide global, content
independent ranking of Web pages. Arguably, PageRank can be singled out as a key element of the paradigm-shift Google has triggered in the field of Web search technology, by providing a web page ranking mechanism that relies on the collective knowledge of Web architects rather than content analysis of Web pages. Applying a similar line of thinking to large lexical and semantic information graphs like WordNet [15, 4, 14] and FrameNet [1] suggests using the implicit knowledge incorporated in their link structure for tasks ranging from automated extraction of top-level ontologies to word sense disambiguation, document summarization and text-mining.

2 The WordNet Lexical Knowledge Base

In a long-term collaborative effort that began in 1985, an interdisciplinary group at Princeton developed WordNet as a “machine readable lexical database organized by meanings”. WordNet is not a simple dictionary – dictionaries help to settle issues of word use or sense priority – but they do not address issues of synchronic organization of lexical knowledge as WordNet does [15].

WordNet divides the lexicon into five categories: nouns, verbs, adjectives, adverbs (which are connected by various semantic and lexical relations), as well as functions words (which are not included, as they are assumed part of the syntactic component of the language). Each of these lexical structures reflects a different way of categorizing experience. WordNet organizes lexical information in terms of word meanings rather than word forms in a way similar to a thesaurus.

WordNet maps word forms and word meanings as a many-to-many relation, which indicates that some forms have several different meanings, and some meanings can be expressed by different forms.

Several semantic relationships are covered by WordNet. For instance, a hyponym is a meaning that acquires all the features of its hypernym, which is a more generic concept; for example, oak is a hyponym of tree. Meronymy is the relation of being part of; for example, arm is a meronym of body.

These relations are defined in WordNet between meanings instead of being defined between words or word phrases.

Meanings are represented by integers called synsets, associated to sets of words and word phrases collectively defining a sense element (concept, predicate or property).

So, for example, the meaning identifier (synset) Id=100011413 maps to the following list of words and word phrases: [[animal], [animate, being], [beast], [brute], [creature], [fauna]], which collectively define a common meaning.

The WordNet database [15] is available in Prolog form (see http://www.cogsci.princeton.edu/~wn) and is therefore ready to be used as part of a rule-based inference system.

We have refactored the set of predicates provided by WordNet closely following the WordNet relation set (see http://www.cogsci.princeton.edu/~wn/doc.shtml) to support bidirectional constant time access to the set of meanings associated to a given word phrase (indexed by a unique head word) and for the set of word phrases and relations associated to a given (unique) meaning.

A reverse index going from words to the synonyms in which they occur provides fast access from lexical forms to the list of their possible meanings, like in the following example:

\[ \text{w(accommodate,[81108,92819,85354,92990,81998,83380,92580])}. \]
\[ \text{w(accommodating,[95322,99983])}. \]

Definitions and examples originally present in WordNet glosses are preparsed so that they can be processed efficiently, if needed, at runtime. We also collect frequency information and word
forms not present in the form of WordNet entries. Note also the presence of reversed relations like hyponyms (reverse hypernyms) and reverse meronyms. These are precomputed to support high performance graph walk operations.

3 Building the WordNet Graph

We have converted the refactored Prolog WordNet database described in [6, 5] to a Java graph representation using Jinni 2004’s [27] built-in graph processing libraries. We have chosen an instance-centric data representation which defines vertices as synsets and synsets with lexical variant numbers and edges as sets of relations. Given the comparatively small number of different semantic relations between such vertex instances, this results in improved indexing and keeps the inverted graph needed to compute PageRank at a manageable size. The memory footprint of the WordNet graph, including the data areas needed for the PageRank computation and the sorting by rank, fits in the main memory of a typical Windows PC, in a Java workspace with peak memory usage of around 320MBytes. The resulting graph is built from a Prolog representation in about 4 hours including parsing of the data files and computation of inverted edges.

4 Implementing the PageRank Algorithm

We will now shortly describe the PageRank algorithm, following [18, 3].

Let $G = (V, E)$ be a directed graph with the set of vertices $V$ and set of edges $E$, where $E$ is a subset of $V \times V$. We assume a vertex $P$ has vertices $P_1 \ldots P_n$ which point to it. The parameter $d$ is a damping factor which can be set between 0 and 1. Let $OUT(P)$ be the number of edges going out of vertex $P$. The PageRank of a vertex $P_0$ is given as follows:

$$PR(P_0) = (1-d) + d \times (PR(P_1)/OUT(P_1) + \ldots + PR(P_n)/OUT(P_n))$$

Note that somewhat faster or more compact (but significantly more complex) implementations have been recently suggested [9, 2, 22], although the additional time or memory savings are more relevant in cases like the complete Web graph than it would be in the case of moderately large graphs like our WordNet graph.

We have implemented a simple linear-time variant of the PageRank algorithm [18] which is now part of Jinni 2004’s [27] graph processing API. Starting from arbitrary values assigned to each node, the code iterates the $PR$ computation until convergence below a given threshold is noticed. It has been proven in [18] that the algorithm converges and we have noticed on a large sample of random graphs that this usually happens in less than 30 iterations.

After running the algorithm, a fast in-place merge-sort is applied to the ranked graph vertices to sort them in decreasing order.

Given the tightly integrated Java and Prolog processing possible through Jinni 2004’s reflection based Java interface [28] the resulting rank-sorted graph is available for Prolog processing as if they were prolog facts, through a simple API with operations like the following:

```prolog
vertex_of(G,V):-
  vertex_iterator(G,Vs),
```

1The significant total execution time comes from the fact that, given that the refactoring process is a one time operation, we have implemented it in Prolog by using sorted lists as representations for sets of vertices and edges instead of side effects or external hash tables.
iterator_element(Vs,V).

incoming_of(G,V,IV):-
in_iterator(G,V,Vs),
iterator_element(Vs,IV).

outgoing_of(G,V,OV):-
out_iterator(G,V,Vs),
iterator_element(Vs,OV).

run_page_rank(G,Times):-
invoke_java_method(G,runPageRank,Times).

rank_sort(G):-invoke_java_method(G,rankSort,\).

We refer to [27] for a description of the underlying bidirectional Prolog-Java interface.

5 View From the Top: PageRanking the WordNet Graph

WordNet 2.0 contains 9 top-level nouns and a few hundred top-level verbs. The top-level nouns are the following:

[entity]
[psychological,feature]
[abstraction]
[state]
[event]
[act] [human,action] [human,activity]
[group] [grouping]
[possession]
[phenomenon]

After running PageRank on the WordNet graph, we found the following top ranked synsets (sets of word phrases with similar meanings):

rank :: synset given as a word phrase set

---------------------------------------------
3107 :: [entity]*
2366 :: [group] [grouping]*
2088 :: [object] [physical,object]
1716 :: [person] [individual]
          [someone] [somebody]
          [mortal] [human] [soul]
1532 :: [artifact] [artefact]
1494 :: [taxonomic,group]
          taxonomic,category [taxon]
1301 :: [biological,group]
1238 :: [science] [scientific,discipline]
1159 :: [abstraction]*

1136 :: [natural,science]
1039 :: [act] [human,action] [human,activity]*
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Unsurprisingly, nouns close to the top-level have the highest ranks. On the other hand, only 3 out of the 9 top-level WordNet categories (marked with a *) are present among the top 9 ranked concepts. The highest ranking of these concepts shows WordNet’s implicit voting for a top-level ontology [10, 24] towards where most semantic links converge, in a way similar to popular Web sites towards which most other pages refer.

It is interesting to note that the top-ranked verbs express change, movement and interaction rather than existence, possession or situation.

rank :: synset given as a word phrase set

620 :: [change], 330 :: [change] [alter] modify], 262 :: [move], 224 :: [act] [move] 204 :: [move], [displace] 169 :: [interact] 150 :: [communicate] [intercommunicate]

Arguably, this points out that the dominant verb ontology implicit in WordNet is oriented toward describing change, movement and interaction. Not far away, among the top verbs we find, ranked 106, [make] [create], which positions creation verbs (instances of change) as important.

6 Specializing PageRank to a Given Semantic Relation and a Given Document

WordNet provides some basic semantic relations like hypernymy/hyponymy and meronymy, as well as derived relations like coordination (when two concepts have the same hypernym). We can build the subgraph by selecting only a given relation and by ranking possible meanings of the document based on that.

A sketch of the algorithm looks as follows:

1. Read, tokenize and group a text in sentences.

2. Look-up the synsets associated to word phrases in each sentence.

3. Build a synset graph as follows:
   - create an empty graph
   - for each synset of each word phrase occurring in the text add a vertex

4. For a selected set of WordNet relations add to the graph each edge where the link points to

5. Apply PageRank and sort the vertices in decreasing rank order
In this case, by defining relations which discriminate between competing senses of a word or word phrase we will show that choosing the highest ranked synsets for each alternative meaning will provide an effective method to disambiguate the text.

If we chose the coordinate term relation, the highest ranked synsets are likely to represent the focus of the text and provide hints about dominant internal connections between sentences and as such they can be used to discover implicit information in the text or for summarization.

7 Towards Knowledge-based Word Sense Disambiguation

As in the case of a Web search, where PageRank is combined with content and meta-tag matching, we can use precomputed or dynamically computed PageRank values to rank possible senses of words (disambiguation).

We will first describe some variations of this general idea and then evaluate their performance on a set of standard disambiguation benchmarks.

7.1 Related work on word-sense disambiguation

Knowledge-based methods represent a distinct category in Word Sense Disambiguation (WSD). While the performance of such knowledge intensive methods is usually exceeded by their corpus-based alternatives (see for instance [30], [17]), they have however the advantage of providing larger coverage. Knowledge-based methods for WSD are usually applicable to all words in open text, while corpus-based techniques target only few selected words for which large corpora are made available.

Four main types of knowledge-based methods have been developed so far for WSD.

1. Lesk algorithms [12], where the word sense most likely to be chosen in a given context is decided based on a measure of contextual overlap between the current context and dictionary definitions provided for the target word.

2. Measures of semantic similarity computed on semantic networks [21]. This category includes methods that compute the semantic density/distance between concepts. Depending on the size of the context they span, the application of these measures to the problem of semantic disambiguation is in turn divided into two main categories:

   - Methods applicable to a local context, where the semantic measures are used to disambiguate words additionally connected by (a) syntactic relations [25]; or (b) their locality [19].
   - Methods applicable to the global context, where the semantic measures are employed to derive lexical chains, which are threads of meaning often drawn throughout an entire text [13].

3. Automatically or semi-automatically acquired selectional preferences, as means for constraining the number of possible senses that a word might have, based on the relation it has with other words in context [23].

4. Heuristic based methods, which consist of simple rules that can reliably assign a sense to certain word categories.

---

These techniques are generally applicable in conjunction with any knowledge base, even though most of them were applied and tested on WordNet.
• One sense per collocation [29].
• One sense per discourse [7].

In this paper, we introduce a new approach to knowledge-based word-sense disambiguation that relies on PageRank-style algorithms applied on semantic networks. We compare our method with other dictionary-based algorithms (in particular, Lesk algorithms), and show that the accuracy achieved through our new PageRank method exceeds the performance obtained by other dictionary-based algorithms.

7.2 Sense Discriminating Relations

Most basic WordNet relations do not work well in combination with PageRank as they tend to identify competing word senses which tend to share targets of incoming or outgoing links.

We call two synsets colexical if they have at least one shared representation to the same word or word phrase. This means that for a given word or word phrase, colexical synsets will be listed as competing senses from which a given disambiguation algorithm should select one.

To evaluate the accuracy of such algorithms, we will run them against a benchmark of human annotated files where each word phrase is mapped to the synset selected by a human lexicographer as being the most appropriate one in the context of a sentence.

To ensure that colexical synsets compete through disjoint sets of links and will not “contaminate” each other’s PageRank values, we will have to make sure that senses corresponding to an identical lexical representation as a word or word phrase are separated. This is achieved by filtering various WordNet relations with the predicate colex/2 as in:

\[ \text{xlinked}(I,J) :- \text{linked}(I,J), \neg \text{colex}(I,J). \]

The relation \text{linked}(I,J) holds for values I and J such that it exists at least one WordNet link or reverse link between I and J.

The composite relation \text{xlinked}(I,J) show in the example, which is efficiently computed by our Prolog data representation, turned out to work well for most of the disambiguation tests.

7.3 The Disambiguation Algorithm

To enable the application of PageRank-style algorithms to the disambiguation of all words in open text, we have to build a graph that represents the text and interconnects the words with meaningful relations.

Since no a-priori semantic information is available for the words in a text, we start with the assumption that every possible sense of a word is a potentially correct sense, and therefore all senses for all words are to be included in the initial search set. The synsets pertaining to all word senses form therefore the nodes of the graph. The arcs between the nodes are drawn using synset relations available in WordNet. See the previous section for sense discriminating relations extracted from WordNet.

Besides the link graph, two additional graphs, are built:

• The Word Phrase Graph which contains links to the synsets related to a word

• The Sentence Graph that contains links to word phrases occurring in the sentence
After the text graph is constructed, PageRank is applied to identify a score corresponding to each synset in the graph. Among all synsets corresponding to a given ambiguous word, the one that has the highest rank is selected, which is uniquely identifying the sense of the word. As Jimmi 2004 provides hashing on ground terms and graph are implemented through hashing tables, moving between Synsets, Words and Sentences requires $O(1)$ effort.

7.4 Experimental Evaluation

To evaluate the performance of the word sense disambiguation algorithm, we use a subset of SemCor [16] — a fairly large textual corpus where words are tagged with their corresponding sense in WordNet. The texts in SemCor were extracted from the Brown Corpus and then linked to senses in WordNet. The tagging of SemCor was performed manually, and therefore this corpus can be considered a "gold-standard" for the evaluation of word sense disambiguation algorithms.

We randomly selected ten SemCor files, covering different topics (news, justice, sports, etc.), and used them in the disambiguation experiments. The average size of a file is 800 open class words (nouns, verbs, adjectives, adverbs) which are passed on to the disambiguation algorithm.

On each file, we run three sense annotation experiments.

- **PageRank.** This is the PageRank-based algorithm introduced in this paper, which selects the most likely sense of a word based on the rank assigned to the synsets corresponding to the given word within the text graph.

- **Lesk.** For comparative evaluations, we have also implemented the Lesk algorithm [12], which decides on the correct sense of a word based on the highest overlap measured between the dictionary sense definitions, and the context where the word occurs.

- **Random.** Finally, we are running a very simple sense annotation algorithm, which assigns a random sense to each word in the text, and which represents a baseline for unsupervised word sense disambiguation.

Table 1 lists the disambiguation precision obtained by each of these algorithms on the SemCor subset.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Size(words)</th>
<th>Random</th>
<th>Lesk</th>
<th>PageRank</th>
</tr>
</thead>
<tbody>
<tr>
<td>law</td>
<td>857</td>
<td>37.57%</td>
<td>44.34%</td>
<td>64.84%</td>
</tr>
<tr>
<td>law</td>
<td>777</td>
<td>38.00%</td>
<td>43.62%</td>
<td>61.78%</td>
</tr>
<tr>
<td>sports</td>
<td>781</td>
<td>34.18%</td>
<td>39.56%</td>
<td>52.22%</td>
</tr>
<tr>
<td>sports</td>
<td>861</td>
<td>35.77%</td>
<td>39.95%</td>
<td>48.73%</td>
</tr>
<tr>
<td>sports</td>
<td>780</td>
<td>36.28%</td>
<td>42.94%</td>
<td>50.30%</td>
</tr>
<tr>
<td>sports</td>
<td>770</td>
<td>32.07%</td>
<td>43.37%</td>
<td>56.42%</td>
</tr>
<tr>
<td>sports</td>
<td>781</td>
<td>35.46%</td>
<td>40.58%</td>
<td>54.34%</td>
</tr>
<tr>
<td>education</td>
<td>920</td>
<td>34.56%</td>
<td>47.17%</td>
<td>58.24%</td>
</tr>
<tr>
<td>war</td>
<td>839</td>
<td>34.92%</td>
<td>42.55%</td>
<td>60.57%</td>
</tr>
<tr>
<td>entertainment</td>
<td>868</td>
<td>42.16%</td>
<td>44.23%</td>
<td>54.86%</td>
</tr>
</tbody>
</table>

| AVERAGE  | 823         | 36.09% | 42.83%| 56.25%   |

Table 1: Word Sense Disambiguation accuracy for PageRank, Lesk, and Random
On average, PageRank gives an accuracy of 56%, which brings a 23% error reduction with respect to the Lesk algorithm, and 32% error reduction over the random baseline. Notice that all these algorithms rely exclusively on information drawn from dictionaries, and do not require any sense annotated data, which makes them highly portable to other languages.

8 PageRank for Concept Extraction

Clearly, the highest ranked synsets already provide a suggestion for key concepts found in the document. However, it seems interesting to extend the link graph with *implicit* semantic information obtained through the Prolog inferential layer.

8.1 Filtering out Dominant Verbs

A rough approximation of the implicit WordNet ontology applied to sentences is obtained by interpreting verbs as predicates having nouns occurring in the text as their arguments. WordNet organizes noun synsets in inheritance trees and organizes verbs in a forest of shallow trees connected weekly by entailment and causality relations. As frequently occurring verbs are used repeatedly to connect nouns in sentences, in longer documents WordNet’s top-level verbs will usually dominate the PageRanked graph like in the following example from the Brown corpus we have used in our disambiguation algorithm

```
synset=91272, rank=6.30, [[act], [move]]
synset=88630, rank=5.74, [[move]]
synset=87653, rank=5.42, [[make], [create]]
synset=88652, rank=4.67, [[travel], [go], [move], [locomote]]
synset=90436, rank=4.39, [[give]]
synset=90510, rank=4.26, [[get], [acquire]]
synset=81377, rank=3.60, [[end], [terminate]]
synset=83002, rank=3.42, [[see], [consider], [reckon], [view], [regard]]
```

If the intent of the analysis is to find what a document is about - with emphasis on noun phrase keywords and sentences about them, we will have to reflect back the high ranks of dominant verbs towards their noun arguments. Given that the key iterative step of PageRank consists in propagating values from nodes ranked in the previous step through their outgoing links, we will have to add to our graph links which connect in various ways these verbs to their arguments.

8.2 Extending the Link Graph by Definitions in the WordNet Glosses

A first technique consist in parsing the glosses (definitions and/or examples of use) present in WordNet and make their synsets (especially the ones coming from verbs) point towards the synsets that they contribute to define or to exemplify (especially nouns). The following Prolog code provides an example of such synset extraction from precompiled WordNet glosses:

```
% Op=definition or example
% T=syntactic type
% I=synset the gloss belongs to
% GI=synset of syntactic type \ T \ extracted from the gloss
gloss2i(Op, T, I, GI):-
g(I, Sense), % glosses
```
member(X,Sense), % extract a def. or example X
functor(X,0p_2),arg1(X,Ts),
member(W,Ts),
\+(function_word(W)),
Wsl=W]
w2itm(Ws,G1,T_1). % word to synset and type

Note that we have avoided function words (auxiliary verbs included), as their semantic links to the co-occurring nouns is usually irrelevant.

8.3 Extending the Link Graph with Verb-Noun Co-occurrence Links

A second technique consists in simply adding links from verb synsets occurring in a sentence to the co-occurring noun synsets. The size of the link set is controlled by limiting the distance between the verb and noun occurrences to a small value like 3 or 4.

8.4 Extending the Link Graph with Superclass Links

We can add superclass links (hypernyms) to pull out a relevant WordNet subgraph. If we add them as outgoing links, the resulting keywords will consist of “general terms” about the document. This usually needs to be combined with filtering out dominant top-level nouns like entity, thing, object which are too abstract to convey interesting information about the document.

8.5 Extending the Link Graph with Subclass Links

Subclass links make sense as incoming links as they provide additional weight to synsets occurring in the text. Some filtering is required to only provide a small number per synset as this tends to bring explosive growths to the link graph, and as such it can dilute more relevant links.

8.6 Extending the Link Graph with Domain Links

Domain links have been added to WordNet 2.0 as a first step meant to complement the classification of synsets based on the “ontology” in which a given synset is relevant to. While they usually add a small number of links, their use as incoming links tends to help focusing on a dominant field which helps both disambiguation and extraction of keywords.

8.7 Customizing Abstraction Operators

Depending on the lexical category of a given meaning, different abstraction operators can be used for fine tuning the results to what a human reader would consider relevant. Our customized generalized hypernym abstraction operator follows the following algorithm, detailed per lexical category:

- **nouns**: hypernym links
- **verbs**: hypernym links, and hypernym links following causality and entailment links
- **adjectives**: attribute links to nouns followed by hypernym links and reverse attribute links back to adjectives
- **adjective satellites**: synonymy links to adjectives, followed by adjective abstractions as previously described
• **adverbs**: pertinence links to adjectives from which adverbs have been derived, followed by adjective abstractions and links back to adverbs

The generalized hyponym relation is used on a graph which is then extended with inferred semantic links.

The following variant of the previous algorithm can be used for extracting keyword and extracting key sentences from a text document:

1. Build the synset graph using the generalized hyponym relation.

2. For each word phrase in the text select the highest ranked synset as a disambiguation of the meaning of the phrase.

3. Compute the rank of each sentence as the sum of the ranks of its highest ranked synsets and divide the resulting rank by the number of synsets used in the computation.

4. Pick a subset of the top ranked synsets

5. Pick the highest probability WordNet word phrase that represents each top ranked synset as a *keyword*

6. Pick a subset of the top ranked sentences as the *summary*.

### 8.8 Heuristics for Balancing the Addition of Links

The fine-tuning of the right balance of links requires an automated search of a fairly large parameter space. However, our hand-crafted balance which simply ensures that comparable numbers of links are added through the heuristics previously described has performed intuitively well on a variety of texts.

### 8.9 Keyword and Sentence Extraction Experiments

While the use of PageRank as a keyword and key sentence extractor requires more work to get close to human performance, we have run some experiments on the Brown Corpus data.

The first approach attaches to each word phrase the value of its highest ranked synset.

For instance in the case of the file br-c01 this brings out the following set:

```
[people] [air] [day] [breath] [manse]
[performance] [personality] [information]
```

The highest ranked synsets corresponding to noun phrases will provide the following set of "concept" synsets, which we chose to represent through their highest frequency word phrase associated by WordNet:

```
[person] [location] [people] [air]
[day] [breath] [thing] [mansion]
```

We have experimented with extracting high ranked sentences from a variety of Web documents and will discuss our results in a future paper.
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9 Related Work

Traditional methods of scientific citation analysis have been directed to produce measures of the importance and impact indicative of authority [8] or influence [20]. However, graphs like the WWW or WordNet are not built on the same principles of peer-review and refereeing with their absence of “control” over what peers (or authorities) directly endorse other peers (or authorities). Kleinberg [11] reviews the various approaches to ranking pages in the WWW environment, discussing index nodes and reference nodes as well as measures of centrality based on node-to-node distances. He has designed a technique for “locating high-quality information related to a broad search topic on the WWW, based on a structural analysis of the link topology surrounding authoritative pages on the topic”. His HITS algorithm suggests an alternative to PageRank which selectively ranks Web pages as authorities (pages where high quality specialized information is found in a given field) and hubs (where high quality links towards other pages are found) [11].

Interestingly enough, Kleinberg’s paper [11] is explained in the context of metasearch, and as such, it does not assume the availability of the complete Web graph as a local data object. A promising adaptation of the HITS algorithm for text mining would separate noun and verb vertices and examine noun to verb co-occurrences in a corpus as links between their corresponding synsets, with the idea of automatically deriving semantic roles similar to those in FrameNet [1].

While papers like [26] extend results about the small-world properties of the World Wide Web graph to semantic networks like WordNet, at our best knowledge, corroborated by extensive CiteSeer search, this paper is likely to be the first attempt to evaluate the use of PageRank-style link-analysis algorithms on semantic networks for automatic analysis of text documents.
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10 Conclusion

We have shown that PageRank-style algorithms, originally designed for content-independent Web link analysis to WordNet-based synset graphs are usable for disambiguation and content extraction tasks from natural language texts. The paper has described a new approach to knowledge-based word-sense disambiguation that relies on PageRank-style algorithms applied on semantic networks, and we have shown that the accuracy achieved through our exceeds the performance obtained by other dictionary-based algorithms. Future work will focus on a mechanism allowing to automatically try out various combinations of inferred WordNet relations on a larger corpus of annotated data and various applications to analysis of text-documents and in particular, their use as a filtering mechanism for improving metasearch algorithms on Web documents.
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