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Natural Language Processing (NLP) was one of the original motivations leading to programming in logic [1] back in the seventies, with Colmerauer’s Metamorphosis Grammars [2] and with Pereira and D.H.D Warren’s Definite Clause Grammars [3], enhanced later with mechanisms for hypothetical reasoning [4]. Montague Grammars (implemented in Prolog by D.S. Warren [5]) and work by Veronica Dahl on defining logic representations for more realistic fragments of natural languages (including long distance dependencies and anaphora resolution) [6] have all shown a penchant of Logic Programming towards the higher objectives of Natural Language Understanding (NLU).

After being long delayed (and partly frozen by the AI winter) recent progress in NLU promises to bring disruptive paradigm shifts in human-computer interaction and several directly and indirectly related industries. In fact, hopes for more logic-based NLU are high again, partly due to the possibility of sharing successful technologies and tools with successful fields like deep-learning neural-networks, machine learning, statistical parsers and graph-based NLP.

This brings us to the obvious question: what new role can logic programming play in this new context?

When trying to sketch an answer, after more than a decade spent on other research topics, we became aware that one can benefit today from the extended logic programming ecosystem, consisting of classic tools like Prolog, constraint solvers, Answer-Set Programming and SAT/SMT systems, as well as machine learning techniques implemented on top of inductive and probabilistic logic programming [7].

One of the research directions we have worked on in the past, that turned out to be remarkably successful, is graph-based NLP. It has originated in a Prolog program that was using WordNet’s semantic links to improve word-sense disambiguation (WSD) [8], by building a graph connecting words, sentences with their semantic equivalence classes (synsets) and then guessing the most likely sense associated to a word, by running the PageRank algorithm [9] on the graph. A few months later, an unsupervised version of the algorithm [10] based on graphs connecting sentences to word occurrences has been shown to extract high quality summaries and keywords. It later became one of the most popular techniques for the task [11], implemented in virtually all widely used
programming languages and several NLP libraries.

While recently revisiting the topic, it became clear that involving logic pro-
gramming tools is likely to enhance graph based NLP. The use of logic-based im-
plementations of Combinatorial Categorial Grammars (CCGs) looks especially
appealing as it provides lexicalized representations easier to correlate with words
and word phrases. The NLU-component coming from extracting logic represent-
ations is likely to make the links in the graph structure more meaningful.

A simple reducer for a subset of CCG rules looks as follows:

```prolog
:-op(400,xfx,(/)).
:-op(400,xfx,(\)).
red(Xs):-red(Xs,s). % reduce a sentence to root symbol s.
red([S],S).
red([X/Y,Y|Xs],S):-red([X|Xs],S).
red([Y,X/Y|Ys],S):-red([X|Ys],S).
red([X/Y,Y/Z|Xs],S):-red([X/Z|Xs],S).
red([Y\Z,X\Y|Xs],S):-red([X\Z|Xs],S).
```

Interestingly, Prolog’s DCGs can be used to build the CCGs representation of
a sentence as in:

```prolog
the -->[np/n].
cat -->[n].
chased -->[(s(np)\np].
dog -->[n].
playful --> [n/n].
quiet -->[n/n].
quick -->[n/n].
and --> [X/X].
```

```prolog
sent-->the,quick,and,playful,dog,chased,the,quiet,cat.
```

When executed it accepts a sentence as follows:

```prolog
?- sent(S,[]),red(S).
S = [np/n, n/n, n/n, n/n, n, (s(np)\np, np/n, n/n, n] .
```

More elaborate parsers can be built using CYK or A* parsers and tools like
tabling in Prolog provide the means to do that efficiently. Interestingly, the
CCG parsing problem can also be nicely expressed and executed directly with
Answer Set Programming tools as shown in [12].

Tools like the boxer program [13] can, in combination with a statistically
trained CCG parser like [14], build Prolog clauses describing semantically la-
beled first-order formulas representing input sentences, ready to be further ex-
plored with standard and probabilistic logic programming algorithms as well
as graph based algorithms exploiting the richer link structure between their
underlying concepts.

An emerging field in NLP these days is sentiment analysis, as knowing what
the opinion of an author is about a topic is as important and knowing what
a document is about. Modalities and negation detection provided by a logic component combining syntactic and semantic parsing can improve sentiment analysis. Figuring out the implicit entailment links important for understanding a story line or the rhetorical structures involved in an argument is also likely to benefit from logic representations.

Another NLU-minded application we have worked more than a decade or ago is the use of Prolog-based natural language-enabled agents [15]. They interacted with the Prolog version of WordNet and Google’s metasearch API to bring in knowledge distributed over the internet. The integration of logic inferences and a Prolog representation (as dynamic clauses or backtrackable assumptions [4]) of the agents’ short-term memory, have significantly enhanced the quality of the dialog, with shared virtual worlds and interactive story telling systems developed on top of them [16, 17]. These days, fields like interactive story telling have become an integral part of computer games (e.g., Minecraft Story Mode) and voice-enabled software agents are part of major mobile phone (e.g., Siri, Cortana, Google Ok) and platforms are making their way in home automation systems (e.g., Alexa) and more generally in the upcoming Internet-of-Things (IOT) platforms.

Revisiting some of the logic programming-based NLP tools we have used in the past, can today benefit from access to improved metasearch as well as massive online knowledge repositories like Wikipedia. Involving constraint programming libraries, now part of most widely used Prolog systems is likely to improve the speed and the accuracy of WSD, an important NLU component. Involving SAT-solvers and ASP-based systems can help narrowing down some of the heavily combinatorial aspects related to the inherent ambiguity of natural language, as well as in dealing with incomplete or noisy information streams one faces in voice and image recognition tasks.

Finally this brings us to the possible synergies between logic programming and deep-learning neural network technologies [18], credited for the new “AI-Spring”, brought by successful applications to popular fields like vehicle automation, vision and internet search. Tools like Google’s TensorFlow and word2vec [19] are specifically focused on enabling extensions transforming quantitatively represented meaning fragments into more human-friendly logic representations, ready for inference steps that reveal implicit connections between facts and events. Integrating logic programming components with this family of tools, possibly involving the quantitative means provided by probabilistic logic programming opens the door for being part of this the re-emergence of AI-based techniques in new application domains.

Of special practical interest are logical formalisms based on lexicalized natural language representations (e.g., CCGs) that are likely to enable interaction at word level between symbolic and connectionist representations. As the same lexicalized representations can also enable synergies with graph-based methods in natural language processing [11], we expect a significant practical impact from logic programming tools bringing together these NLP fields.
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